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Further development of large-eddy simulation (LES) faces as major obstacles the strong coupling between
subgrid-scale (SGS) modeling and the truncation error of the numerical discretization. One can exploit
this link by developing discretization methods where the truncation error itself functions as an implicit
SGS model. The adaptive local deconvolution method (ALDM) is an approach to LES of turbulent flows
that represents a full coupling of SGS model and discretization scheme. To provide evidence for the valid-
ity of this new SGS model, well resolved large-eddy simulations of a fully turbulent flat-plate boundary-
layer flow subjected to a constant adverse pressure gradient are conducted. Flow parameters are adapted
to an available experiment. The Reynolds number based on the local free-stream velocity and momentum
thickness is 670 at the inflow and 5100 at the separation point. Clauser’s pressure-gradient parameter
increases monotonically from 0 up to approximately 100 since a constant pressure gradient is prescribed.
The adverse pressure gradient leads to a highly unsteady and massive separation of the boundary layer.
The numerical predictions agree well with theory and experimental data.

� 2008 Elsevier Inc. All rights reserved.
1. Introduction

Large-eddy simulation (LES) is becoming a more and more
widely used simulation tool for the time-accurate prediction of un-
steady flows at high Reynolds numbers. With LES the Navier–
Stokes equations are numerically solved on a grid that is too coarse
to resolve all scales representing the turbulent fluid motion. The
unavailable small-scale information, however, is crucial for the
proper evolution of large-scale structures in the flow. Therefore,
the effect on the resolved scales of their non-linear interactions
with the unresolved subgrid-scales (SGS) has to be represented
by an SGS model.

The subgrid-scale model of a large-eddy simulation generally
operates on flow scales that are marginally resolved by the under-
lying discretization scheme. Consequently, the discretization and
the SGS model are linked. One can exploit this link by developing
discretization methods where the truncation error itself functions
as implicit SGS model. Approaches where SGS model and numeri-
cal discretization are merged are called implicit LES, refer to Grin-
stein et al. (2007) for an introduction. Employing implicit LES for
prediction requires numerical methods that are specially designed,
optimized, and validated for the particular differential equation to
be solved (Domaradzki and Radhakrishnan, 2005). A full coupling
of SGS model and discretization scheme cannot be achieved with-
ll rights reserved.
out incorporating physical reasoning into the design of the implicit
SGS model.

Representing a full merger of discretization and SGS model, the
adaptive local deconvolution method (ALDM) has the potential to
be a reliable, accurate, and efficient method for LES of incompress-
ible Navier–Stokes turbulence (Hickel et al., 2006). The implicit
SGS model provided by this discretization can be interpreted as a
combination of eddy-viscosity and scale similarity modeling. Mod-
el parameters were determined by a spectral-space analysis of the
effective eddy viscosity in isotropic turbulence in the Reynolds
number’s infinite limit. Implicit large-eddy simulation was made
rigorous by constraining the numerical dissipation to the physical
SGS dissipation obtained from the analysis of non-linear interac-
tions in turbulence. The good performance of the implicit model
is demonstrated for canonical configurations, e.g., three-dimen-
sional homogeneous isotropic turbulence (Hickel et al., 2006) and
plane channel flow (Hickel and Adams, 2007). Predictions of ALDM
agree well with theory and experimental data. It was demon-
strated that the implicit SGS model performs at least as well as
established explicit models.

The objective of the present paper is to prove the validity of the
ALDM approach for a far more complex flow configuration. A
numerical investigation of an incompressible fully turbulent flat-
plate boundary-layer flow subjected to a constant adverse pressure
gradient (APG) is carried out. Reynolds number and pressure-gra-
dient parameters are adapted to the experimental setup of Inding-
er et al. (2006) who conducted measurements in a closed-circuit
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water tunnel. Under the conditions considered here the adverse
pressure gradient leads to a highly unsteady and massive separa-
tion. Neither separation nor reattachment are fixed in space. Show-
ing a strongly irregular shape, the instantaneous separation line
has spanwise and temporal excursions that are significantly larger
than the mean boundary-layer thickness.

The applicability constraints of available turbulence models are
well known for pressure-induced boundary-layer separation. Di-
rect numerical simulations provide high accuracy but are limited
to low Reynolds number and moderate flow complexity. A fre-
quently cited study is that of Na and Moin (1998a,b) where the tur-
bulence is barely developed. Spalart and Coleman (1997)
performed DNS of weakly separated boundary-layer flows. Man-
hart and Friedrich (2002) presented DNS of weak separation
adapted to the experiment by Kalter and Fernholz (2001), where
Reynolds number of the DNS is half of the experimental one.

To our knowledge, this work represents the first successful
reproduction of an experiment of massively separated flat-plate
boundary-layer flow by LES. The Reynolds number based on the lo-
cal free-stream velocity and momentum thickness is Red2 ¼ 670 at
the inflow and Red2 ¼ 5100 at the separation point. Clauser’s pres-
sure-gradient parameter increases monotonically from b ¼ 0 up to
around b ¼ 100 since a constant pressure gradient is prescribed
corresponding to the reference experiment.

This paper is structured as follows: First, the reference experi-
ment of Indinger is introduced in Section 2. Our numerical method
is described in Section 3. Then an LES of laminar-turbulent transi-
tion in a zero-pressure-gradient boundary layer is presented in
Section 4 to demonstrate the validity of this methodology. The
computational setup and results for the adverse-pressure-gradient
boundary-layer flow are discussed in Sections 5 and 6, respectively.

2. Reference experiment

Recently Indinger et al. (2004, 2006) have presented measure-
ments for a fully turbulent flat-plate boundary layer with a con-
stant APG. Fig. 1 shows the experimental setup in the test
section of a closed-circuit water tunnel with flow from left to right.
The measurements were conducted in the boundary layer develop-
ing on an inclined flat plate. A flexible curved wall on the opposite
side is used to generate a pressure gradient, where the pressure-
Fig. 1. Experimental setup in the test section of a water tunnel (Indinger et al., 2004).
gradient parameters can be controlled by adjusting the curvature.
The flat plate, inclined by 4�, has an overall length of 0.725 m, and a
flap at the end prevents trailing-edge separation. The plate surface
is made from mirrored glass, which facilitates optical measure-
ments close to the wall. Several auxiliary devices are necessary
to control the flow quality. A bypass system below the flat plate
and a suction system have been installed to control the stagna-
tion-point flow at the elliptic leading edge of the plate. To prevent
boundary-layer separation at the opposite wall due to curvature
effects, a second suction system consisting of three slots is installed
at the upper rear end of the test section. For a detailed description
of the experimental facilities refer to Indinger (2005).

In the spanwise center plane, the static wall pressure and pro-
files of the streamwise velocity component were measured using
pressure taps and a one-component LASER Doppler anemometry
(LDA) system, respectively. For measurements of the wall shear
stress, a Preston tube was employed.

The available measurement data do not provide the fully 3-D
statistics that are essential for an analysis of the turbulent non-
equilibrium flow. To gain a deeper understanding of wall-bounded
turbulence in the vicinity of massive pressure-induced separation a
numerical investigation by LES was carried out and is reported in
the following.

3. Numerical method

The flow is described by the incompressible Navier–Stokes
equations. The equations are discretized by a fractional step meth-
od on a staggered Cartesian mesh. For time advancement the expli-
cit third-order Runge–Kutta scheme of Shu (1988) is used. The
time-step is dynamically adapted to satisfy a Courant–Friedrichs–
Lewy condition with CFL ¼ 1:0. The spatial discretization is based
on the finite-volume method. Second-order centered schemes are
used for discretizing the pressure-Poisson equation and diffusive
terms. The Poisson solver employs fast Fourier transforms in the
spanwise direction and the stabilized bi-conjugate gradient
(BiCGstab) method (van der Vorst, 1992) in the streamwise and
wall-normal directions. The Poisson equation is solved at every
Runge–Kutta substep. The convective terms are treated by ALDM
which represents a full merging of numerical discretization and
SGS model. With ALDM, a local reconstruction of the unfiltered
The computational domain of the present LES is marked by the dashed white line.
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solution is obtained from a solution-adaptive combination of Har-
ten-type deconvolution polynomials. Deconvolution is regularized
by limiting the degree k of local approximation polynomials to
k 6 K and by permitting all polynomials of degree 1 6 k 6 K to
contribute to the reconstructed solution. Adaptivity of the decon-
volution operator is achieved by dynamically weighing the respec-
tive contributions. A numerical flux function operates on the
approximately deconvolved solution. The solution-adaptive sten-
cil-selection scheme and the numerical flux function contain free
model parameters that have been calibrated for canonical iner-
tial-range turbulence (Hickel et al., 2006). These parameters re-
mained unchanged for all subsequent applications. The results
presented in this paper are obtained by the SALD method (Hickel
and Adams, 2006) that represents an implementation of ALDM
with improved computational efficiency. The validity of this
numerical methodology has been established for plane channel
flow (Hickel and Adams, 2007), for separated channel flow (Hickel
et al., in press), and for passive scalar mixing (Hickel et al., 2007).

4. Validation for zero-pressure-gradient turbulent boundary-
layer flow

A suitable test scenario for validation of the numerical method
for boundary-layer flows is a zero-pressure-gradient (ZPG) bound-
ary layer, where many analytical and computational data are avail-
able for reference. The intuitive approach would be to simulate the
spatial development of a boundary layer using an extensive com-
putational domain. A popular alternative represents temporal
boundary-layer simulation, where the spatial evolution is modeled
by the temporal evolution in a thin computational box moving
with the flow. The temporal approach requires only a fraction of
the computational time of a spatial simulation. The transfer of
numerical results from the temporal to the spatial description is
limited due to effects of the finite domain size and the boundary
conditions. These differences are important in laminar-turbulent
transition studies, but the effect on many integral quantities, such
as mean velocity profile and skin friction coefficient, is small.
Table 1
Cell sizes in inner and outer coordinates for temporal LES of zero-pressure-gradient
turbulent boundary-layer flow

Red2 hx=lþ hy=lþjwall hz=lþ hx=d hy=djwall hz=d

120 37.6 1.80 18.8 0.58 0.027 0.29
670 28.8 1.38 14.4 0.10 0.0048 0.05

1410 26.2 1.26 13.1 0.046 0.0022 0.023

Fig. 2. (a) Evolution of friction coefficient Cf in temporal LES of ZPG flow. — present LES, -
of the shape factor H12. — present LES, � DNS (Spalart, 1988).
We perform a temporal simulation of ZPG boundary-layer flow
in a double-periodic computational domain. The flow is initialized
to a laminar Blasius boundary-layer profile with thickness d and
free-stream velocity U1, superposed with low-amplitude white-
noise fluctuations. This initial disturbance is expected to grow dur-
ing the simulation and eventually leads to transition of the flow to
a turbulent state. The computational box has the extents
48d� 124d� 128d in streamwise �wall-normal� spanwise direc-
tions, respectively. A no-slip condition is imposed at the wall and
the free-stream interface is modeled by the decay condition, see
Section 5.2. Periodic boundary conditions are imposed in stream-
wise and spanwise direction. The computational domain is discret-
ized with 48� 96� 256 cells. Hyperbolic grid stretching is applied
in the wall-normal direction in such a way that the initial bound-
ary-layer thickness is resolved by 15 cells. Note that for a given
grid the effective resolution improves as the boundary-layer thick-
ness increases during the simulation. Table 1 summarizes grid
parameters in outer and inner scaling at three instants. The initial
Reynolds number is Red1 ¼ 300, which corresponds to Red2 � 120,
where

Red1 ¼
U1d1

m
ð1Þ

is the Reynolds number based on U1, the kinematic viscosity m and
the displacement thickness d1, see Eq. (12), and

Red2 ¼
U1d2

m
ð2Þ

is the Reynolds number based on the momentum thickness d2, see
Eq. (13).

Laminar-turbulent transition is one of the most demanding test
cases for LES. When white noise is used, most energy is injected
into decaying modes and only a low percentage of the disturbance
excites the instability modes of the laminar flow. For the onset of
transition the SGS model must not affect the growth and amplifica-
tion of these unstable modes. Most eddy-viscosity SGS models do
not satisfy this requirement without ad hoc modifications.

The large spanwise extent of the computational domain was
chosen to improve the accuracy of turbulence statistics that are
computed from instantaneous snapshots by spatial averaging.
Fig. 2a shows the evolution of the dimensionless friction coefficient

Cf ¼
2U2

s

U2
1

ð3Þ

for a temporal LES using ALDM, where the wall-friction velocity
Us ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mjhoyuijwall

p
is the characteristic velocity scale close to the
- - - laminar theory Cf � ðRetÞ�1=2, �-�-�- turbulent theory Cf � ðRetÞ�1=5. (b) Evolution



Fig. 3. Profiles of mean velocity and Reynolds stresses for turbulent ZPG boundary layer flow at Red2 ¼ 670. — present LES, symbols denote reference DNS (Spalart, 1988).

Fig. 4. Profiles of mean velocity and Reynolds stresses for turbulent ZPG boundary layer flow at Red2 ¼ 1410. — present LES, symbols denote reference DNS (Spalart, 1988).

Table 2
Characteristic parameters of the temporal boundary-layer simulations

Red2 Red1 Cf � 103 H12 H32

First station Reference 670 1000 4.8 1.49 n/a
Present 662.8 1008.0 4.79 1.52 1.74

Second station Reference 1410 2000 4.2 1.42 n/a
Present 1419.9 2028.3 4.07 1.43 1.76
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wall. During the growth of the laminar boundary layer the friction
coefficient follows the theoretical solution:

Cf � ðRetÞ�1=2; ð4Þ

where the Reynolds number is defined as

Ret ¼
tU2
1

m
: ð5Þ

One can clearly see that the boundary layer undergoes laminar-tur-
bulent transition. Eventually the friction coefficient follows the tur-
bulent law:

Cf � ðRetÞ�1=5
: ð6Þ

The evolution of the shape factor H12 ¼ d1=d2 as a function of the
momentum thickness Reynolds number Red2 is shown in Fig. 2b.
The prediction of our temporal LES with ALDM is in good agreement
with DNS by Spalart (1988) in the later turbulent stages. Results
from LES and DNS do not match for the low Reynolds number
Red1 ¼ 500 (Red2 � 300). Spalart’s DNS gives turbulent velocity pro-
files that can hardly be obtained by natural transition at this small
Reynolds number. Note that the critical Reynolds number for linear
stability theory of a Blasius profile is Red1 ¼ 520 (Schlichting, 1979).
In order to remedy this disagreement, Spalart proposed to distin-
guish between developed turbulence and sustained turbulence and
argued that boundary-layer turbulence cannot be fully developed
at Reynolds number lower than Red2 ¼ 600, but the turbulence, once
imposed, can be sustained in the simulations at much lower Rey-
nolds numbers.

In the turbulent regime the performance of the implicit SGS
model is evaluated by comparing profiles of mean velocity and
Reynolds stresses with DNS data. Figs. 3 and 4 show results for
the mean velocity profile and Reynolds stresses from LES and
DNS at Red2 ¼ 670 and at Red2 ¼ 1410, respectively. All data is nor-
malized with the friction velocity Us and the viscous length scale
lþ ¼ m=Us. ALDM apparently predicts the anisotropic turbulence
statistics correctly. Characteristic boundary-layer parameters are
given in Table 2.

5. Computational setup for adverse-pressure-gradient
turbulent boundary-layer flow

5.1. Computational domain

The computational domain considered in the LES is indicated by
a dashed white line in Fig. 1. It has an overall physical length of
1.01 m. The spanwise and wall-normal extents are 0.036 m and
0.15 m, respectively. For comparison, the displacement thickness
of the inflow boundary layer is d�ðx ¼ 0Þ ¼ 0:0008 m. In the follow-
ing all data is made dimensionless with reference length 1 meter
and reference velocity 1 meter per second, i.e., all measures are
given in SI units. Indinger (2005) provides reference measurement
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data for the attached APG flow up to the streamwise coordinate
x ¼ 0:4, where the boundary layer separates only intermittently.
However, numerical results for the separated flow can be evalu-
ated indirectly through the correct reproduction of the separation’s
upstream effect. In order to minimize the effect of the outflow
boundary condition, the computational domain has been chosen
in such a way that the massively separated flow zone is covered
entirely.

The Cartesian grid consists of 2038� 144� 144 finite volumes.
The spacing is homogeneous in streamwise and in spanwise direc-
tions, where the cell dimensions are hx ¼ 5� 10�4 and
hz ¼ 2:5� 10�4, respectively. In the wall-normal direction a hyper-
bolic stretching is used to increase resolution near the wall, result-
ing in the range of cell sizes hy ¼ 2:4� 10�5 to hy ¼ 1:0� 10�3. Cell
sizes in inner variables, i.e. normalized by the viscous length scale
lþ, are given in Table 3 for several downstream stations. The com-
putational grid classifies the present LES as highly resolved. Grid
parameters are chosen as to allow for a reliable simulation of the
incoming ZPG boundary-layer flow.

5.2. Boundary conditions

The computational domain considered in the LES as indicated in
Fig. 1 represents only a part of the experimental facility. The flow
within the computational domain is determined by the surround-
ing flow which has to be represented by imposing appropriate
boundary conditions. At the domain boundaries three layers of
ghost cells are added so that stencils reaching beyond the domain
boundary can be used. The methods employed for assigning data to
these ghost cells are described in the following.

Spanwise periodicity was imposed since the flow is supposed to
be homogeneous in this direction. At the surface of the flat plate a
no-slip condition �u ¼ 0 and a homogeneous Neumann condition
for the pressure oyp ¼ 0 are imposed. The viscous sublayer is re-
solved and no wall model is used. The ghost cells are filled with
the analytical solution for Stokes flow as recommended by Morin-
ishi et al. (1998).

The free-stream interface is modeled by prescribing a Dirichlet
condition for the pressure p ¼ pfsðx; tÞ. The velocity is locally split
into the instantaneous spanwise mean

�umean ¼
R

�udzR
1dz

and local instantaneous fluctuations

�ufluc ¼ �u� �umean:

Mean velocity and fluctuations are extrapolated from the computed
domain to the ghost cells in such a manner that oy �umean ¼ 0 and
oy �ufluc ¼ �a�ufluc are fulfilled, respectively. The latter results in the
decay condition �uflucðyÞ / expð�ayÞ. The value of the parameter
a ¼ 1=ð4hyÞwas determined from the wavelength of numerically in-
duced oscillations that were observed when the decay condition
was not used. This free-stream boundary condition allows for both
outflow and inflow. Ghost cells are filled by using a discrete second-
order approximation of the above equations.
Table 3
Grid parameters and averaging time in outer and inner time units

x hx=lþ hy=lþ hz=lþ taveUd=d1 taveUs=lþ

0.000 32.58 1.56–65.2 16.29 31755.6 85538.7
0.100 27.39 1.31–54.8 13.69 16950.9 60440.2
0.200 22.50 1.08–45.0 11.25 9404.9 40806.2
0.300 16.96 0.81–33.9 8.48 4806.4 23171.0
0.400 9.47 0.45–18.9 4.73 1952.5 7225.7
0.500 0.50 0.02–1.0 0.25 725.0 30.4
0.600 3.23 0.15–6.5 1.61 355.8 839.2
In the experiments, the pressure was measured at the plate sur-
face only. For optimum agreement of the wall-pressure distribu-
tion with the experimental data, the free-stream pressure
boundary condition for the present LES was reconstructed by a
large number of low-resolution trial computations. The resulting
free-stream pressure boundary condition is a function of the
streamwise coordinate defined by

pfsðx; tÞ ¼ q
Z x

0
ð0:79� 0:60x0Þ bðx0; tÞ dx0; ð7Þ

where q is the fluid’s density. In the experimental facility, flow sep-
aration causes a break-down of the constant pressure gradient by
its displacement effect. Therefore a positive pressure gradient
should be imposed only within the zone of attached boundary-layer
flow. In order to ensure smooth transients, we define

bðx; tÞ ¼

0; x < ðxB � xRBÞ
1þ x�xB

xRB
� 1

2p sinð2p x�xB
xRB
Þ; ðxB � xRBÞ 6 x < xB

1; xB 6 x < xE

1� x�xE
xRE
þ 1

2p sinð2p x�xE
xRE
Þ; xE 6 x < ðxE þ xREÞ

0; ðxE þ xREÞ 6 x

8>>>>>><
>>>>>>:

: ð8Þ

Time dependency enters through xE ¼ xDðtÞ þ 0:1 where xDðtÞ is the
instantaneous position of the spanwise averaged detachment line. A
summary of all parameters is given in Table 4. The coefficients in
the functionals (7) and (8) are determined in such a way that the
mean pressure gradient at the wall matches the experiment.

At the inlet, fully turbulent inflow data is generated using a
recycling technique, similar to that of Lund et al. (1998): Instanta-
neous turbulent structures are extracted at a downstream distance
lrec � 40d�. Inside the boundary layer, target profiles for the fluctu-
ating velocities are taken from Spalart’s zero-pressure-gradient
boundary-layer DNS (Spalart, 1988) at Red2 ¼ 670. In the outer flow
region, isotropic turbulence is assumed with a turbulence level of
Tu ¼ 0:03 matching the experiment. For the pressure a homoge-
neous Neumann condition oxp ¼ 0 is used.

Recycling techniques can sustain spurious oscillations with a
wavelength proportional to the recycling length. In order to damp
these oscillations the re-scaling factors are computed for each
ghost-cell plane separately: For the innermost ghost-cell plane,
target profiles are taken from the DNS of Spalart (1988). For the
remaining two upstream planes, the target fluctuation profiles
are damped in such a way that oxhu0u0i ¼ hu0u0i=lrec is satisfied.

At the outlet the ghost cells are filled by extrapolation. For a sec-
ond-order centered discretization oxp ¼ 0 and o2

x u ¼ 0 are fulfilled.
No artificial damping or sponge zone is used.

6. Results for adverse-pressure-gradient turbulent boundary-
layer flow

For statistical analysis, the simulation was run for tave ¼ 23:7
after reaching a stationary state. A clearer picture of the sample
size is obtained from Table 3, where the averaging time expressed
in typical boundary-layer time scales, i.e., tave=ðd�=U1Þ for the outer
region and tave=ðlþ=UsÞ near the wall. A typical timescale of the
wall-turbulence, the ratio of turbulent kinetic energy to its produc-
Table 4
Parameters for the free-stream pressure boundary condition

Parameter Value

xB Starting point of nominal pressure gradient �0.025
xRB Length of starting ramp 0.02
xE End nominal pressure gradient xD þ 0:1
xRE Length of end ramp 0.15
xD Location of spanwise averaged detachment line Variable



Fig. 7. Mean static pressure at the - - - - free-stream interface and at the — wall. The
� � � � � � � � � � dotted line denotes the target pressure gradient of 810 Pa/m according to
experimental reference data.
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tion rate, is about 15 wall time units lþ=Us (Spalart, 1988). The sta-
tistical analysis is conclusive for the attached flow up to x 6 0:475.
The separation bubble itself exhibits much larger time scale than
the boundary-layer turbulence. From the available samples, fully
converged results cannot be expected for higher-order statistics
at locations within the separated zone.

6.1. Mean flow

A first impression of the investigated flow can be obtained from
the mean streamlines in Fig. 5. Contour plots of the mean velocity
solution are shown for the entire computational domain in Fig. 6.
The influence of a strong adverse pressure gradient is evident.
The mean-flow deceleration results in an increasing fraction of
back-flow events and eventually causes strong boundary-layer
separation. The boundary-layer separation is accompanied by a
large wall-normal velocity component and intense interactions
with the outer flow.

The mean static pressure imposed as a boundary condition at
the free-stream interface is shown in Fig. 7. The mean pressure dis-
tribution at the wall is the non-linear response of the flow and
strongly influenced by the boundary-layer separation. The oscilla-
tory motion of detached flow regions has a significant effect on the
upstream flow resulting in a deviation of the wall pressure from
the imposed free-stream condition, see Fig. 7.

The resulting wall-pressure gradients hoxpiwall=q for LES and the
experiment are shown in Fig. 8a. Taking into account the noise in
derivatives computed from experimental data, LES results and
experiment agree well. This first impression is confirmed by the
observed deceleration of the free-steam velocity U1, see Fig. 8b,
that can be measured more accurately. Mean-flow deceleration is
directly caused by the APG through Bernoulli’s equation and the
excellent agreement of U1 confirms that the boundary conditions
reproduce the experiment correctly.

Fig. 9 shows mean velocity profiles at six downstream stations
that are representative for APG turbulent boundary-layer flow
approaching separation. Also shown are available measurements.
The data is not normalized in order to allow for a direct and unbi-
Fig. 5. Mean st

Fig. 6. Contours of
ased comparison of experimental with numerical results. The
mean velocity profiles of the present LES are in excellent agree-
ment with the experiment.

6.2. Reverse flow parameter

The probability of back flow is quantified by the reverse-flow
parameter

v ¼ 1
2
� 1

2
u
juj

� �
ð9Þ

which measures the fraction of time that the flow moves upstream.
Wall-normal profiles of v are shown in Fig. 10 and streamwise pro-
files are shown in Fig. 11. We observe that flow separation is accom-
panied by the shift of the location of maximum v away from the
wall towards the detached shear layer.

In Fig. 10, the shape of the separation bubble is indicated by two
lines that represent different criteria: The locations where the
mean streamwise velocity component does vanish, i.e. hui ¼ 0,
and the locations where forward flow and upstream flow have
reamlines.

mean velocity.



Fig. 9. Mean velocity profiles for several downstream stations. — hui and - - - - - hvi for LES, s hui for LDA.

Fig. 8. (a) Mean pressure gradient at the wall, and (b) free-stream velocity at the boundary-layer edge for s experiment and — LES.
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equal probability (v ¼ 0:5). Both criteria give a similar result, how-
ever, some differences can be observed close to the separation
point: The wall-normal extent of the separated region is slightly
larger for v ¼ 0:5 than for hui ¼ 0.

In order to define the separation state quantitatively, the fol-
lowing terminology has been proposed by Simpson (1981, 1989):
Incipient detachment (ID) occurs with v ¼ 0:01, intermittent transi-
tory detachment (ITD) occurs with v ¼ 0:2, transitory detachment
(TD) occurs with v ¼ 0:5, and detachment (D) occurs where the
time-averaged wall shear stress is zero. The corresponding loca-
tions for the LES of the present configuration are given in Table
5. In agreement with most available data, our computational re-
sults confirm that TD and D occur at the same location.

6.3. Boundary-layer scales

A turbulent boundary layer can by characterized by several
length scales. The boundary-layer thickness d serves as a measure



Fig. 12. Integral measures for the boundary-layer thickness: (a) boundary-layer thicknes
LES, s measurement.

Fig. 10. Reverse-flow-parameter profiles at several downstream stations. — reverse-flow parameter, - - - - - hui ¼ 0, � � � � � � � � � � v ¼ 0:5.

Fig. 11. Reverse-flow parameter: — at the wall and - - - - - maximum value.

Table 5
Separation state near the wall for present LES in Simpson’s terminology

Term Definition Location

ID Incipient detachment v ¼ 0:01 x ¼ 0:287
ITD Intermittent transitory detachment v ¼ 0:2 x ¼ 0:457
TD Transitory detachment v ¼ 0:5 x ¼ 0:502
D Detachment hswi ¼ 0 x ¼ 0:502
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for the largest structures in the boundary-layer flow. It is defined
as the distance away from the wall where 99 percent (d99) of the
free-stream velocity U1 is reached. In APG boundary-layer flow,
however, the velocity is not constant in the free stream. For the
experimental data, Indinger (2005) has manually selected the
LDA measurement points representing the transition region be-
tween boundary layer and free stream. For the LES, the bound-
ary-layer edge is determined as the point where the streamwise
velocity starts to diverge from the linear dependency on wall dis-
tance of the external flow. The velocity at this point is defined as
U1 and d follows from

d ¼ yðhui ¼ UdÞ ð10Þ

with

Ud ¼ 0:99 U1: ð11Þ

Length scales based on integral definitions are less sensitive to er-
rors. Fig. 12 shows the boundary-layer displacement thickness

d1 ¼
Z 1

0
1� hui

Ud

� �
dy; ð12Þ

the boundary-layer momentum thickness
s, (b) displacement thickness, (c) momentum thickness and (d) energy thickness. —



Fig. 13. Shape parameters: (a) H12 displacement thickness to momentum-loss thickness and (b) H32 energy-loss thickness to momentum-loss thickness. — present LES, � LDA
measurement.

Table 6
Characteristic parameters of the adverse-pressure-gradient boundary-layer
simulation

x Red Red1 Red2 H12 H32 Cf � 103 b

0.0 7478 1025 686.9 1.49 1.76 5.285 0.211
0.1 10641 1651 1108.5 1.49 1.74 4.340 0.524
0.2 13487 2491 1618.7 1.54 1.71 3.502 1.308
0.3 16944 3912 2354.6 1.66 1.67 2.477 4.038
0.4 23156 7463 3628.8 2.06 1.58 0.997 20.85
0.5 35212 16427 5115.5 3.21 1.50 0.009 3456.
0.6 50668 29550 5699.2 5.18 1.54 -0.160 226.3
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d2 ¼
Z 1

0

hui
Ud

1� hui
Ud

� �
dy; ð13Þ

and the boundary-layer energy thickness

d3 ¼
Z 1

0

hui
Ud

1� hui
Ud

� �2
 !

dy: ð14Þ

Pressure gradient and incipient separation result in a fast growth of
the boundary-layer thicknesses. We observe a very good agreement
between experiment and simulation for d1, d2, and d3, see Fig. 12.

The different thickness measures are used to define non-dimen-
sional parameters which characterize the shape variation of the
mean velocity profile. The parameters H12 and H32, see Fig. 13,
are defined as the ratio of displacement thickness to momentum
thickness

H12 ¼
d1

d2
; ð15Þ

and as the ratio of energy thickness to momentum thickness

H32 ¼
d3

d2
; ð16Þ

respectively. Near the inflow, H12 is approximately 1.5. The param-
eter H12 increases with incipient backflow and doubles its value be-
fore boundary-layer separation. H32 shows a notable inflow
transient, that might result from the fact that the pressure gradient
adjusts rapidly behind the inflow boundary. After this transient, H32

decreases from about 1.75 to a minimum of about 1.5 at detach-
ment, see Table 6. Simulation and experiment show essentially
the same behavior, where the LES predicts slightly higher values
for H32 and slightly lower values for H12 than those determined
experimentally.

The viscous length scale lþ ¼ m=Us characterizes the size of the
smallest coherent structures that occur close to the wall. An inte-
gral scale based on a defect formulation and the wall-friction
velocity is the Rotta-Clauser length
DRC ¼
Z 1

0

Ud � hui
Us

dy: ð17Þ

Graphs for both length scales are presented in Fig. 14 showing a
good agreement between LES and experiment. Differences between
LES and experiment can be attributed to the Preston-tube measure-
ment of Us which will be discussed in the following section.

From the characteristic scales of the boundary layer various
non-dimensional Reynolds numbers can be computed. Fig. 15
shows the displacement-thickness Reynolds number Red1 and the
momentum-thickness Reynolds number Red2 for experiment and
computation, which are in good agreement.

6.4. Pressure-gradient parameters

Dimensionless pressure-gradient parameters are frequently
used to classify and to compare APG boundary-layer flows.
Fig. 16 shows four widely used parameters, namely the Clauser
pressure parameter (Clauser, 1954)

b ¼ d1

qU2
s

hoxpi; ð18Þ

the Patel pressure gradient (Patel, 1965)

DP ¼
m

qU3
s

hoxpi; ð19Þ

the pressure-gradient parameter of Castillo et al. (Castillo and
George, 2001; Castillo et al., 2004)

Kd2 ¼
d2

qU2
doxd2

hoxpi; ð20Þ

and the acceleration parameter

K ¼ m

U2
d

hoxUdi: ð21Þ

The latter parameter has the advantage that it does not incorporate
the pressure gradient and the wall-shear stress. By Bernoulli’s equa-
tion its link to the pressure gradient is

K ¼ � m

q U3
d

hoxpdi: ð22Þ

Clauser (1954) proposed b ¼ const as criterion for determining the
equilibrium similarity state of boundary layers with pressure gradi-
ent. The pressure-gradient parameter DP was used by Patel (1965)
for grading the severity of the pressure gradient as it affects Pres-
ton-tube measurements. In a more recent analysis, Castillo and
George (2001) argued that rather a constant value of the pressure
parameter



Fig. 14. Length scales based on wall-friction for — present LES and for � Indinger’s Preston-tube measurement. (a) viscous length-scale. (b) Rotta-Clauser length.

Fig. 15. (a) Reynolds number based on momentum-loss thickness and (b) Reynolds number based on displacement thickness, and — present LES and � LDA measurement.

S. Hickel, N.A. Adams / International Journal of Heat and Fluid Flow 29 (2008) 626–639 635
K ¼ d

qU2
doxd
hoxpi; ð23Þ

is the necessary condition for equilibrium. Castillo et al. (2004)
found that Kd2 � K has nearly the same value, Kd2 ¼ 0:21	 0:01,
for most APG equilibrium boundary layers and that even separating
boundary layers have a tendency to remain in an equilibrium state.
Following this result, most experimentally studied boundary layers
are equilibrium boundary layers. The boundary layer flow investi-
gated in this work is in strong non-equilibrium state under both
the b criterion and the Kd2 criterion. The parameter values com-
puted from the LES and the experimental data agree well, see
Fig. 16.

The characteristic velocity of the near-wall region is the wall-
friction velocity Us ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mjhoyuijwall

p
. Fig. 17a shows the experimental

wall-friction velocity and that of the present LES. Some differences
between LES and experiment are evident and become more visible
for the local non-dimensional wall-friction coefficient Cf ¼ 2U2

s =U2
d ,

see Fig. 17b. We believe that these differences result mostly from
uncertainties in the experimental determination of the wall fric-
tion.1 Indinger used a Preston tube to measure the dynamic pressure
at the wall from which the wall-friction velocity Us was computed
by means of tabulated calibration data of Head and Ram (1971).
By construction, Preston-tube measurements are inaccurate for flow
regions with instantaneous backflow, i.e. from ID onwards. Even for
attached flow the accuracy is limited under the presence of strong
pressure gradients (Patel, 1965).
1 Indinger, personal communication.
This issue is now investigated more closely by using another
means of computing Cf from experimental data. Following Fern-
holz (1964), the empirical formula

Cf ¼ 0:058 lg
8:05
H12

� �1:818
 !1:705

Re�0:268
d2

ð24Þ

allows to approximate the local wall-friction coefficient from the
non-dimensional integral parameters H12 (15) and Red2 (2) which
are less sensitive to measurement errors. In Fig. 17b this correlation
is applied to both the experimental and the numerical data. A good
agreement of the simulation with the experiment is observed. In the
region with significant backflow, between ID and D, the correlation
functional of Fernholz (1964) gives Cf almost identical to that com-
puted from the wall-friction of the LES.

6.5. Turbulent fluctuations

In addition to mean-velocity profiles, Indinger (2005) provides
second-order correlations of the streamwise velocity. LES and
experiment compare well for the r.m.s. fluctuation of the stream-
wise velocity component, see Fig. 19. With decreasing distance
from the separation a characteristic change of the shape of the fluc-
tuation profiles is observed. The stress’ maximum associated with
the buffer layer weakens and a new maximum is formed in the
outer part. Contours of the turbulent kinetic energy and the Rey-
nolds shear stress for the LES prediction are shown in Fig. 18.

Both the simulation and the experiment show the same qualita-
tive profiles and tendencies. After a perfect quantitative match at
the first stations the experimental fluctuations are slightly lower
than the prediction at the later stations. Note that this finding is



Fig. 16. Pressure-gradient parameters (a) Clauser pressure-gradient parameter, (b) Patel pressure gradient, (c) dimensionless pressure-gradient parameter K and (d) dim-
ensionless pressure-gradient parameter Kd2 . — present LES, � experiment.

Fig. 17. (a) Wall-friction velocity Us — present LES, � Preston-tube measurement. (b) Local wall-friction parameter Cf — from present LES, � Preston-tube measurement, - - - -
- correlation of Fernholz (1964) using LES data, � correlation of Fernholz (1964) using LDA measurements.
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consistent with the fact that not only the LES but also the mea-
sured data are filtered. Indinger (2005, p. 182) states 5:6� 10�4

for the spanwise extent of the LDA system’s measurement volume,
which corresponds to twice the LES filter width. Additional
smoothing operations are involved in the analysis of the LDA data.
It remains an open question whether the experimental or the
numerical data is closer to the physical fluctuations which are
unknown.

6.6. Separation dynamics

The separated-flow region reflects the turbulent nature of the
incoming boundary layer and shows a rather complex behavior.
A flow visualization is presented in Fig. 20. In front of the large
separated zone, small zones of reverse flow are continuously
formed which then either move slowly downstream and join
the separated region or disappear shortly after their appearance.
This highly active zone ranges from x ¼ 0:4 to x ¼ 0:55. We have
observed that the separated zone can be divided into two subre-
gions that move independently. Also typical for this configuration
is secondary flow separation which occurs inside large separated
regions.

Fig. 21 shows contours of the instantaneous streamwise wall-
shear stress. Different regimes of wall turbulence can be
distinguished. Typical streaks dominate the boundary layer at
the inflow. As the flow experiences the adverse pressure gradi-
ent, the average width of the streaks grows and their relative
length decreases. Intermittent backflow is observed from



Fig. 19. Profiles of velocity fluctuations for several downstream stations. — hu0u0 i1=2, -..-..- hv0v0i1=2, and .-.-.- hw0w0i1=2 for LES, s for LDA.

Fig. 18. Contours of turbulence energy and mean Reynolds shear stress.
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x ¼ 0:1 onwards. There is no well-defined separation line, instead
the fraction of separated flow zones increases gradually. Ener-
getic streak-like structures can penetrate deeply into the de-
tached region. Within the separated region eddies with large
spanwise extents are dominating. Secondary flow reversion oc-
curs in several regions. Streaky structures are found again at
the reattachment. The reattachment line is much smoother than
the detachment line. Generally, the flow structures observed at
and after reattachment are one order of magnitude larger than
those within the attached boundary layer before separation.
7. Conclusions

Large-eddy simulations of incompressible flat-plate boundary-
layer flows were conducted. The effect of subgrid-scales is modeled
by the adaptive local deconvolution method (ALDM). ALDM repre-
sents a full merger of SGS model and discretization scheme. Model
parameters were previously determined by a spectral analysis of
the effective eddy viscosity in isotropic turbulence in the Reynolds
number’s infinite limit and were used for the computations in this
paper without adjustments. Computational results presented in



Fig. 20. Instantaneous snapshot of: (a) vortical structures visualized by iso-surfaces of the Q criterion and (b) flow separation visualized by the iso-surface of zero streamwise
velocity.

Fig. 21. Instantaneous contours of negative streamwise wall-shear stress.
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this paper provide evidence for the novel subgrid-scale model’s
validity in physically complex wall-bounded flows.

First, transition from laminar flow to turbulence in a Blasius
boundary layer was considered. The evolution of integral flow
parameters is in excellent agreement with theory and empirical
correlations. In the turbulent regime the performance of the SGS
model was evaluated by comparing profiles of mean velocity and
Reynolds stresses with DNS data. Results from implicit LES agree
well with the DNS reference. ALDM predicts the anisotropic turbu-
lence statistics correctly.

Secondly, well resolved large-eddy simulations of a fully turbu-
lent flat-plate boundary-layer flow subjected to a constant adverse
pressure gradient (APG) were presented. Reynolds number and
pressure-gradient parameters were adapted to the experimental
setup of Indinger. Under the conditions considered here the adverse
pressure gradient leads to a highly unsteady and massive separa-
tion. Neither separation nor reattachment are fixed in space. The
computational results were validated against the experimental
data. Experiment and LES agree very well thus providing a final val-
idation of the implicit SGS modeling framework provided by ALDM.
To improve the understanding of wall-bounded turbulence in the
vicinity of massive pressure-induced separation, a deeper analysis
of the computational results is planned for the future.
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